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Executive summary 
 

On 10 March 2022, UN Secretary-General, António Guterres, stated that 1: 

 

“(...) there is renewed pressure to consider whether global governance systems are fit for purpose, 

and how they could be improved. Even as we reconsider traditional threats to peace and security, 

we need to update these concepts for our more complex world, in which local threats may quickly 

become global, existential, and intergenerational.” 

 

The mid-term review of the Sendai Framework for Disaster Risk Reduction provides an opportunity to tackle 

this task. There is growing evidence that the worst-case scenario at a global scale – an existential risk – is 

increasingly likely and driven by technological development. Of particular concern are biotechnology and 

artificial intelligence, as major drivers of accelerating change. Importantly, both existential risk and 

technological hazards are within the scope of the Sendai Framework.   

 

Historically, the risks from emerging technologies have often been small compared to their benefits. That 

is no longer the case. Because of the increasing pace of technological change across the globe, it is 

becoming more difficult for risk governance to keep up. While new technologies can bring society enormous 

benefits and significantly contribute to achieving global goals such as the UN Sustainable Development 

Goals, they usually have unintended effects, often cause harm accidentally, and are sometimes misused. 

 

Biotechnology and artificial intelligence are two technologies that pose existential risk if their development 

and deployment are not properly governed. Biotechnology brings together science and engineering to 

(re)design, manufacture and/or modify genetic materials, living organisms and biological systems to, for 

example, treat genetic diseases, create new biofuels or more nutritious crops. However, recent 

technological advances have greatly reduced the costs and provide access to actors who could, deliberately 

or accidentally, create and release a dangerous pathogen. What’s more, as a reaction to the COVID-19 

pandemic, many States have increased their investment in high-risk bio research facilities that can handle 

the most dangerous pathogens, thus further increasing the chances of their mishandling or accidental 

release. A lethal ‘engineered pandemic’ is therefore a real possibility. 

 

Artificial intelligence (AI) has experienced a similar rapid advancement and expansion, to the point that it is 

now widely employed and has acquired many capabilities that experts predicted would take at least another 

5-10 years to develop. While simple AI does things such as list sorting and pattern recognition, it is the 

development of ‘transformative artificial intelligence’ (TAI) that could lead to entirely new technological 

hazards. TAI, based on reinforcement learning, may enhance our ability to perceive, reason about and act 

in the world, leading to radical changes in all areas of society. Fundamentally, the key problem with TAI is 

value misalignment: as objectives cannot be hard-coded, TAI is difficult to align perfectly with human values. 

 

Existing governance structures are not fit-for-purpose to address existential risk in general nor from 

technological development. Institutional incentives lead policymakers to focus on short-term, higher-

probability events that are easier to predict and more definitively linked to their national territory. Individual 

countries tend to take limited ownership of global risks as governance structures tend to be slow moving, 

reactive rather than proactive, and have been set up with mandates that focus on specific kinds of risks, 

but neglect existential risk, more broadly. 

 

To make progress, it will be necessary to address four priorities for reform. First, the United Nations Office 

for Disaster Risk Reduction (UNDRR) should foster a concrete and common understanding of existential 
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risk. Second, UNDRR, other UN agencies and member-states should strengthen existential risk 

governance. Third, the UN system and national governments should dedicate more resources to existential 

risk reduction. Fourth, UN agencies should foster fast response mechanisms to stop shock cascades. 

 

To ensure tangible progress towards these goals, we recommend  

1. The creation of an international coordination and capacity-building mechanism on existential 

risk; and 

2. The incorporation of lower-probability, high-impact risk in existing funding instruments. 

 

This would constitute momentous progress towards global existential risk reduction, making the world a 

significantly safer place for current and future generations.  

 

 

Box 1. This thematic study in numbers 

● An existential risk is 1.9 to 14.3% likely this century 

● 3 multilateral pathways and 55 milestones to reduce existential risk until 2030 

● 12 outcomes to reach 

● 2 priority instruments to develop 

● 30 actions to implement 

 

 

Box 2. Methodology followed for this thematic study 

● A literature review on existential risk and rapid technological change; 

● A trend analysis of technological change; 

● A review of crowdsourced forecasts on future risks; 

● A keyword analysis of national voluntary reports; 

● A written consultation with youth and global south actors; 

● A written consultation with experts; 

● A multi-stakeholder workshop on future-proofing the multilateral system;  

● A set of discussions with member-states, the private sector and staff members at UNDRR.  
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Box 3. Definitions 

Development: the continuous process of societal improvement toward ever higher states of subjective well-
being. 
 
Existential risk: the probability of a given event leading to either human extinction or the irreversible end of 
development. 

 
Extinction: the termination of human species worldwide. 

 
Collapse: a rapid and enduring loss of population and socio-economic complexity. 

 
Global risk: the probability of an outcome whose exposure covers most of the world. 

 
Extreme risk: the probability of an outcome whose severity is at least orders of magnitude larger than the 
average outcomes observed to date. 

 
Emerging risk: the probability of an outcome whose manifestation has started and is expected to increase 
over time. 
 
Disaster: a serious disruption of the functioning of a community or a society at any scale due to hazardous 
events interacting with conditions of exposure, vulnerability and capacity, leading to one or more of the 
following: human, material, economic and environmental losses and impacts. 

 
Hazard: a process, phenomenon or human activity that may cause loss of life, injury or other health impacts, 
property damage, social and economic disruption or environmental degradation. 

 
Exposure: the situation of people, infrastructure, housing, production capacities and other tangible human 
assets located in hazard-prone areas. 

 
Vulnerability: the conditions determined by physical, social, economic and environmental factors or 
processes which increase the susceptibility of an individual, a community, assets or systems to the impacts 
of hazards. 

 
Technology: methods, systems, and devices which are the result of scientific knowledge being used for 
practical purposes. 
 
Rapid technological change: the creation and diffusion of transformative technologies in timeframes that 
do not allow for adequate societal adaptation. 

 
Synthetic biology: a further development and new dimension of modern biotechnology that combines 
science, technology and engineering to facilitate and accelerate the understanding, design, redesign, 
manufacture and/or modification of genetic materials, living organisms and biological systems. 

  
Machine learning: a branch of artificial intelligence (AI) that focuses on the use of data and algorithms to 
imitate the way that humans learn, gradually improving its accuracy. 

 
Transformative artificial intelligence: AI technologies or applications with potential to lead to practically 
irreversible societal and economic change across all of society. 
 
Risk-informed development: a risk-based decision process that enables understanding of multiple 
concurrent threats to and arising from development decisions. 
 
Differential technological development: the process of leveraging risk-reducing interactions between 
technologies by affecting their relative timing. 
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1.1. Existential risk as the global worst-case scenario 

The Sendai Framework for Disaster Risk Reduction seeks to achieve risk-informed development. That is, 

the ability of societies worldwide to pursue improvement while shielding themselves from shocks that disrupt 

their progress. 

 

What is development? For the purpose of this publication, we summarize development as the continuous 

process of societal improvement toward ever higher states of subjective well-being. To ensure sustainable 

progress, the just distribution of opportunity across the globe lies at the core of this development process. 

However, only aiming for economic catch-up would ignore a vast, underdeveloped space of progress. As 

crises resolve and needs are met, new and old resources are freed up 2. Thus, our forward-looking definition 

of development includes the pursuit of unprecedented levels of wellbeing for future generations as well as 

current humans.  

 

What are risks to development? We suggest two categories of risks to development. First, there are 

exogenous risks to development, such as natural pandemics. COVID-19 is an example of a global shock 

slowing down or reversing development 3. Second, endogenous risks to development mean that progress 

itself generates hazards, exposure or vulnerabilities. For example, pathogens engineered for higher 

virulence and infectivity than naturally possible, or chatbots that mirror humans so well that vulnerable 

minds are hijacked into following the faulty instructions of AI systems 4,5. 

 

For risk management to be effective, it is particularly important to consider bad-to-worst-case scenarios 6. 
The worst-case scenario at a global scale is called existential risk: the probability of a given event leading 
to either human extinction or the irreversible end of development. 
 

Implementing risk-informed development requires making politically legitimate, forward-looking trade-offs – 

i.e., to identify the choices that are most likely to secure and create the largest possible option space for 

current and future generations to self-actualize. As the desires of future beings and solutions to future 

problems are difficult to anticipate, optimism about attaining much richer futures has to be anchored in an 

understanding of the vast space of possibilities, rather than detailed visions. 

 

An existential catastrophe would permanently curtail development, and thus jeopardize the first four Targets 

of the Sendai Framework, that is, reducing (1) mortality, (2) the number of affected people, (3) economic 

loss, and (4) disaster damages 7. This thematic study – with a particular focus on rapid technological change 

– delves into why existential catastrophe is possible, what drives the risk, and what international 

organizations and governments can do to mitigate it.  

 

It is important to note that existential risk and technological hazards fall within the scope of Article 15 of the 

Sendai Framework (see box 4.). Both topics were also raised in the stakeholders’ perspectives for the Mid-

term Review 8, the UN Secretary General’s Our Common Agenda report 9, and the Human Development 

Report 2022 10. 

 

For policymakers, it is important to know whether existential risk is likely enough to justify the allocation of 

scarce resources. We begin this thematic study with a review of historical data and estimates to assess 

whether existential risk is an issue of sufficiently serious concern. 
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Box 4. Existential risk in the scope of the Sendai Framework 

From Article 15: 

 

The present Framework will apply to the risk of small-scale and large-scale, frequent and 

infrequent, sudden and slow-onset disasters caused by natural or man-made hazards, 

as well as related environmental, technological and biological hazards and risks. It 

aims to guide the multi-hazard management of disaster risk in development at all levels 

as well as within and across all sectors. 

 

1.2. The historical signature of disasters  

Examining historical data is one approach to assess worst-case scenarios. The rate of previous disasters 

can inform estimates of the rate of potential future disasters. However, an existential disaster has – by 

definition and luckily – never manifested. Therefore, this lack of precedent reveals a potential weakness in 

using historical data in estimating existential disasters because it may lead us to underestimate their 

probability.  

 

The closest humanity has come to an extinction seems to have been about 70,000 years ago when just a 

few thousand humans survived a series of extreme weather events 11–13. Societal collapses have occurred 

on a regional scale, such as the collapse of the Roman Empire 14. The human population has recovered 

from very severe events, such as the Black Death or the 1918-1920 H1N1 pandemic. 

 

A different way to interpret historical data is to examine the distribution of disasters according to their 

severity to understand more general dynamics underlying single events. Based on the International Disaster 

Database (EM-DAT) covering disasters from 1900 to 2022 15, figures 1 and 2 show that very few disasters 

are responsible for causing most aggregate harm. 10 out of 22704, or 0.044% of disasters caused more 

than 500,000 deaths and account for 52% of total deaths from disasters. Figures 3a to 3f depict the 

disaggregate result per disaster subgroup. We see the same signature across disaster subgroups: a 

handful of disasters are 100 or 1000 times worse than the average.  

 

While the results include biological disasters (3a), global pandemics are not represented in the dataset 

(although it includes bubonic plagues in China and India in 1906, 1909 and 1920). If the 1918-1920 H1N1 

pandemic (~50MM deaths) and COVID-19 (~7MM deaths) were added to the results, they would account 

for 60% of total disaster deaths since 1900. Note that this signature applies to disaster severity when 

measured in deaths, as well as when measured in damages.1 

 
1 See supplementary information 
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Figure 1. Distribution of all disasters according to their severity (on a logarithmic scale) 
The figure shows that a very small minority of disasters have caused more than 10,000 deaths. 

 

Figure 2. Distribution of all disasters according to their severity (on a linear scale) 
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Figure 3. Distribution of  disaster severity by sub-group, biological (a), climatological (b), geophysical (c), 
hydrological (d), meteorological (e), and technological (f). 

The figures depict a similar empirical signature across disasters, where only a minority of disasters cause most 
impacts. 

 

Looking at human-induced social disasters, figures 4a to 4d show a similar signature for inter-state and 

intra-state wars. A few wars account for most deaths. It is important to note that most disasters cause other 

types of damages than deaths, such as infrastructure loss, economic downturn, civil unrest, or regime shifts. 

These impacts are only approximated by the amount of deaths.  

 

The most significant disasters such as the two World Wars or the 1918-1920 H1N1 pandemic were not only 

severe over their timeframes. They also shaped how societies organize themselves, thus making them 
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more or less vulnerable to future events. For example, the end of World War II created the United Nations 

and reorganized the world into two blocks, shaping economic cooperation, technological progress, and 

cultural evolution. As such, large disasters create critical junctures throughout history and create the 

trajectories within which smaller disasters manifest 16. 

 

 

Figure 4. Distribution of wars according to their severity and type, inter-state war on logarithmic scale (a) and on a 
linear scale (b), intra-state war on a logarithmic scale (c) and on a linear scale (d). 

The figure show a similar empirical signature as for disasters data, where a few wars account for most impacts 17. 

 

This historical signature of disaster severity – a few disasters account for most impact – is of concern for 

risk-informed development because it requires preparing for very rare disasters that reshape pivotal societal 

structures. However, this historical signature does not provide an estimate of how likely extinction or 

irreversible collapse is. It only indicates that severe disasters are plausible and dwarf the magnitude of 

other disasters. 

1.3. Existential risk estimates and implications 

If historical data does not reflect the events and processes that would cause an existential disaster, then it 

is necessary to rely on other data sources to anticipate future risks. To understand future scenarios and 

potential sources of existential risk, we combine expert-based estimates, trend analyses and literature 

reviews. For the estimates, it is important to rely on a diverse sample to avoid attributing too much weight 
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to a few individuals. Table 1 summarizes 38 estimates of risk of collapse, near extinction or full extinction 

resulting from human activity 18.  

 

 

Hazard cluster # Author Year Probability Timeframe Ref 

Any 

1 Hempsell 2004 5-10% Next 80 years 19 

2 Gott 1993 5% Next 5100 years 20 

3 Wells 2009 1% Per year 21 

4 Simpson 2016 0.20% Per year 22 

5 Leslie 2002 70% Next 500 years 23 

6 Bostrom 2002 >25% NA 24 

7 Rees 2003 50% Next 80 years 25 

8 Sandberg & Bostrom 2008 19% Next 80 years 26 

9 Metaculus 2022 3.70% Next 80 years 27 

10 Ord 2020 17% Next 100 years 28 

Nuclear war 

11 Hellman et al. 2008 0.02% - 0.5% Per year 29 

12 Barrett et al. 2013 0.001% - 7% Per year 30 

13 Lundgren et al. 2013 66% First 60 years of nuclear age 31 

14 Turchin 2019 1% Next 80 years 32 

15 Pamlin & Armstrong 2015 0.005% - 5% Next 100 years 33 

Pandemic 

16 Day et al. 2006 4% Per year 34 

17 Madhav 2013 0.5 - 1% Per year 35 

18 Fan et al. 2018 1.60% Per year 36 

19 Bagus 2008 42% Every 2700 years 37 

20 Klotz 2014 27% Over 10 years 38 

21 Lipsitch and Inglesby 2014 0.01 - 0.1% Per year 39 

22 Fouchier 2015 3*10-13 - 2.5*10-12 %  Per year 40 

23 Millet & Snyder-Beattie 2017 1.6*10-8 - 8*10-5 %  Per year 41 

24 Manheim 2018 10-9 - 10-15 Per year 42 

25 Sandberg & Bostrom 2008 0.05 - 2% NA 26 

26 Pamlin & Armstrong 2015 0.0001 - 5% Next 80 years 33 

Climate change 

27 Wagner & Weitzman 2015 3 - 10% NA 43 

28 King et al. 2017 50% Next 180 years 44 

29 Dunlop & Spratt 2017 50% NA 45 

30 Xu & Ramanathan 2017 5% Next 80 years 46 

31 Halstead 2018 3.50% NA 47 

32 Pamlin & Armstrong 2015 0.01 - 5% Next 200 years 33 

Artificial 

intelligence 

33 Müller & Bostrom 2016 18% NA 48 

34 Grace et al. 2018 5% NA 49 

35 Baum et al. 2017 25% NA 50 

36 Pamlin & Armstrong 2015 0-10% Next 100 years 33 

Nanotechnology 
37 Sandberg & Bostrom 2008 0.05 - 5% NA 26 

38 Pamlin & Armstrong 2015 0.01 - 0.8% Next 100 years 33 

Table 1. Estimates of existential risk 
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We can draw several conclusions from these estimates. First, there are extreme differences between them. 

For this century and any type of hazard, estimates range from 3.7% to 50%. 9 estimates do not have a 

timeframe, which does not allow to compute a time-specific estimate. Estimates also differ in their 

timeframe, ranging from year-estimates to multi-millennia estimates. Estimates also differ in terms of 

methods, ranging from single estimates produced with unclear methods (e.g., 6) to the aggregation of 

hundreds (e.g., 8) or thousands of forecasts (e.g., 9). As such, it is primordial to emphasize the high level 

of uncertainty attached to Table 1., and the need to treat these estimates carefully. This uncertainty is 

normal because existential risk scenarios are subject to a complex set of forces, unfolding over long 

timescales, and subject to future changes, such as geopolitical dynamics, that we currently cannot 

accurately predict either. 

 

Second, there is disagreement among scholars on what exactly causes existential risk, but there is 

consensus that existential risk would most likely result from human activity. Natural hazards (e.g., asteroids, 

super-volcanoes) also contribute to existential risk but their probability seems much lower than for 

anthropogenic hazards 18. Uncertainty remains as to which specific hazards and vulnerabilities would lead 

to extinction or irreversible collapse. Depending on the set of hazards and sequence that would lead to an 

existential disaster, the estimates in Table 1. would likely change 51–53. Therefore, there needs to be more 

progress in assessing existential risk, both in terms of its probability and its contributing factors.  

 

Third, it is nonetheless possible to use the above estimates to generate an aggregate estimate of existential 

risk this century. Using forecasts that have a time-specific component, we compute that an existential risk 

has a total probability of 1.9 - 14.3% this century.2 This range indicates that an existential risk – while 

seeming speculative and unlikely – nevertheless has a 1 in 50 or even 1 in 7 chance of manifesting this 

century. A 1 in 7 chance would mean that existential risk is an extremely important priority for governance 

right now. While there is still high uncertainty attached to this range, it means that existential risk is a critical 

issue of our time in need of further investigation. 

 

Box 5. Existential risk and the need for risk-informed development 

Existential risk has a decent likelihood of jeopardizing development worldwide. The other piece of the 

puzzle is that its main risk factors are anthropogenic – threats that result from social, industrial, economic, 

military, and technological change. Existential risk, therefore, also calls for development approaches that 

leverage opportunities without creating new risks, on top of more general risk reduction. 

 

This study highlights how international organizations and governments can progress on reducing existential 

risk. We take the perspective that existential risk reduction is a global capability, not the responsibility of a 

single community or sector. That is, anyone whose actions have cross-regional effects should contribute to 

reducing existential risk, whether this is by addressing hazards, exposure and/or vulnerabilities. 

 

 

 

 

 

 

 

 

 
2 See supplementary information 
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2. Rapid technological change contributes to existential risk  



 

14 

2.1. Rapid technological change as a source of existential threats 

Throughout history, technological change has often been the source of discontinuities in human 

development. Technology refers to methods, systems, and devices which are the result of practical 

applications of scientific knowledge 54. From communication via telegraphs, to disease mortality reduction 

through the discovery of penicillin, to knowledge dissemination through the printing press: technology has 

allowed societies to change course drastically 55. However, the benefits of these shifts in socio-economic 

trends were and to a large extent remain unequally distributed 56. Importantly, technological change 

expands the choices societies can make and their impacts – for good and for bad. The intentions informing 

their use and their resulting consequences are a matter of responsible management 57.  

 

There exist plenty of historical and contemporary examples of the positive and negative consequences of 

technological change 58,59. A contemporary example is how advances in artificial intelligence may both 

boost and inhibit progress toward achieving the Sustainable Development Goals 60. A well-known historical 

example is the discovery of nitrogen distillation from air. It enabled the development of modern fertilizers, 

which are responsible for the existence of plausibly half of the current world population 61. At the same time, 

this discovery led to the development and use of mustard gas and gas chambers 62. The discovery of 

nuclear fission is another similar example. It allowed both the production of abundant energy and the 

creation of atomic bombs 63. 

 

Nowadays, technological change converges with a globalized flow of information, goods, capital and people 
64. These interdependencies are a source of development opportunities and resilience, but they also 

increase the reach of technological threats. The convergence of various technologies into intricate and 

increasingly automated systems further accelerate change 65. As technological threats are likely to originate 

from industrialized countries, global interdependencies can turn an incident into an extreme global disaster. 

Addressing these risks can only effectively be done with cross-sector approaches and collaboration.  

 

Globalization and technological change are modifying the risk landscape. Data on disasters show that the 

biggest dangers in the past were related to droughts or earthquakes (figure 3), wars (figure 4) or pandemics. 

The numbers of disasters and their severity are likely to increase significantly because the exponential 

increase in the speed and scope of technological development is very recent, while technology itself 

continues to receive quaint attention as a source of risks from accident and misuse. Taking a close look at 

the history of technological progress makes recent accelerations more salient (Figure 5). 

 

In the following, we discuss risks from applications in biotechnology and advanced artificial intelligence. 

There is an emerging consensus among scholars and expert forecasters that, despite their benefits, 

advances in these fields are core contributors to existential risk (see Table 1). Effectively governing the 

emerging risks from technological progress will allow humanity to make unprecedented progress in 

development. Solving the governance problem should thus be a top priority for governing bodies and 

developers alike, as overcoming the risks would mean great payoffs. 
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Figure 5 - The long-term perspective on the history of technology 66. 
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2.2. Technology 1: Biotechnology – existential risk from engineered pathogens 

In the past centuries, life sciences mostly focused on understanding the natural workings of biological 

systems. Equipped with this foundational knowledge, engineers have started developing what one can call 

biological machines, in particular relying on advances in synthetic biology. The Convention on Biological 

Diversity defines such synthetic biology as “a further development and new dimension of modern 

biotechnology that combines science, technology and engineering to facilitate and accelerate the 

understanding, design, redesign, manufacture and/or modification of genetic materials, living organisms 

and biological systems.” 67 

 

Through the last decades of research progress, natural pathogens – viruses, bacteria, prions, viroids, fungi, 

or parasites (e.g. protozoa, algae, or worms) – have become relatively well controlled through major 

improvements in hygiene and medical treatments. To understand the evolution of pathogens and biology 

even better, researchers around the world are now modifying pathogens to make them more dangerous 

using tools like molecular biology, directed evolution, and biological engineering (i.e., synthetic biology). 

This human drive for exploration requires thoughtful guidance to avoid accidents or misuse.  

2.2.1. Lack of oversight and lack of awareness make catastrophe more likely 

Historically, the risks from advances in biotechnologies, e.g. from vaccines, have often appeared small 

compared to their tremendous benefits. A key challenge in risk mitigation lies in the fact that risks are not 

immediately apparent, go undetected or evaluations fail to consider the scale of potential harm. Even 

technologies developed and employed solely for medical interventions can pose concerns.  

 

For example, take gene therapy: non-pathogenic viral vectors introduce a gene of interest into cells to treat 

autoimmune diseases 68, cancer 69,70 and hereditary disorders 71,72. Research for these treatments enables 

us to better understand immunology but also enables more effective pathogen engineering 73. The risks 

posed by lowering the barrier to transforming an innocuous viral vector into a lethal virus need to be carefully 

weighed and deliberately monitored and regulated – whether one is worried about biological warfare or 

unfortunate accidents 74,75. 

 

Although rare, records show how entire societies have almost been wiped out by biological agents, 

especially when multiple diseases were introduced to a population, leaving insufficient time to build up a 

complete immune response. For example, the Western Abenaki suffered an almost 98% loss of their 

population when exposed to the diseases European settlers brought to North America 41.  

 

Such possible near-extinction events are called Global Catastrophic Biological Risks (GCBRs): “events in 

which biological agents—whether naturally emerging or reemerging, deliberately created and released, or 

laboratory engineered and escaped—could lead to sudden, extraordinary, widespread disaster beyond the 

collective capability of national and international governments and the private sector to control. If 

unchecked, GCBRs would lead to great suffering, loss of life, and sustained damage to national 

governments, international relationships, economies, societal stability, or global security.” 76 

 

Pandemics of respiratory pathogens have been the single largest causes of human deaths. The 1918 

Spanish flu was responsible for over 50 million deaths. The Black Death killed over 25% of the European 

population and the ongoing COVID-19 pandemic has cost almost 7 million lives already 41,77. While COVID-

19 did not cause an existential catastrophe, it has highlighted our society’s inability to handle respiratory 

pathogens through swift, coordinated action. 
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As all historically recorded pandemics seem to have had natural origins, it is challenging to forecast the 

level of risk posed by humanity’s recent ability to engineer pathogens. However, we do know that natural 

evolution imposes a trade-off between the virulence and the transmission of a pathogen 4. These constraints 

can be circumvented in man-made systems: experiments with mousepox have rendered known vaccines 

ineffective and achieved a 100% fatality rate 78. 

 

Experts have calculated order-of-magnitude approximations for the annual probability of a global pandemic 

resulting from an accident in research on potential pandemic pathogen (PPP) in the United States to be 

0.002% to 0.1% 79. The report also suggested that lab outbreaks from wild-type influenza viruses could 

result in 4 to 80 million deaths, whereas others suggest that accidents in PPP research could cause up to 

1 billion fatalities 80. 

 

As COVID-19 highlighted the lack of preparedness even in countries that lead in research on vaccines and 

therapeutics, the number of high-risk research labs has been on the rise. Countries are racing to reduce 

their dependence on who they previously deemed reliable partners by building their own biosafety level 3 

or 4 laboratories (BSL-3 or BSL-4 labs). India, the Philippines and Singapore, for example, have made 

significant investments to build local capacity (Figure 6) 81. The majority of the pathogens being handled in 

BSL-4 labs are fatal, spread through aerosols, and only rarely do vaccine treatments exist for them 78,81.  

 

Even if we were to successfully limit risky research to BSL-4 laboratories only, security is difficult. Serious 

doubts are cast by the few known incidents of pathogen releases at BSL-4 labs, as it appears plausible that 

most incidents are never disclosed 82. Such concerns are all but baseless given that research programs 

have historically resulted in frequent accidental infections of laboratory workers and sometimes even its 

releases into the environment. In 1977, the Human H1N1 virus reappeared in the Soviet Union and China 

after a laboratory escape from a facility working with an attenuated H1N1 vaccine in response to the US 

swine flu alert 83. Since the 2003 SARS epidemic, six accidental leaks from labs in Singapore, Taiwan and 

Beijing have reintroduced the virus on separate occasions. Similarly, after the peak of the 2020 COVID-19 

pandemic, the virus re-emerged from a local lab outbreak in Taiwan in 2021 84. Despite technical 

improvements in biocontainment and increased policy pressure for rigorous biosecurity procedures, high 

consequence breaches occur daily 85. 
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Figure 6. Number of BSL-4 facilities per country 86 

 

2.2.2. Costs go down, access goes up 

Pairing human curiosity and fascinating-yet-deadly organisms with a lack of regulation is already a recipe 

for disaster. Add ease of access into the mix and you get what all could go wrong in the next decade. 

 

Advances in biotechnology allow the creation of pathogens that can combine the highest level of 

transmissibility, virulence and global reach for catastrophic consequences. Although designed for human 

benefit, many research programs pose reason for concern. In a state of political unrest, or following the 

breakdown of bodies such as the Biological Weapons Convention, the strategic pressure to acquire 

bioweapons could increase. Even resource-scarce non-state actors, such as the Aum Shinrikyo doomsday 

cult in Japan, have been able to utilize these technologies to catastrophic effect 87. As biotechnology 

becomes cheaper and more readily accessible, this is likely to further increase 78,87. 

 

The discovery of gene editing in the 1970s marked a new era for genetic technologies with the ability to 

read, understand and edit genetic segments as desired 88. In 2012, the development of CRISPR-Cas9 

marked another milestone: its introduction has made gene editing much cheaper (Figure 7), accurate and 

more efficient 88,89. The precision of the newest gene editing technologies such as CRISPR-Cas13 is not 

unlike the ability to cut individual letters from a sentence, with the ability to modify or completely replace 

these letters with new words 90. This technology is already being utilized to synthesize novel 
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microorganisms; release genetically engineered organisms into the environment to neutralize disease 

vectors, such as malaria-carrying mosquitos; or to repair genetic mutations 91. 

 

The global market value of synthetic biology currently sits near US$14 billion and is expected to rapidly 

grow with increasing investment in synthetic biology startups in industries ranging from pharmaceuticals to 

alternative protein agriculture and even biofuel 92,93. However, the rapid market adoption of useful 

technology does not take into consideration its potential for misuse and accidents – an externality difficult 

to price in. 

 

Now in its third decade, biotechnology is affordable and usable beyond the confines of a traditional 

laboratory, even by hobbyists. In the last 20 years, for example, the cost of DNA sequencing has decreased 

by 7 orders of magnitude 94. While the barrier to accessibility of synthetic DNA is continually dropping, there 

is currently no exhaustive screening in place to detect orders of sequences that could produce harmful 

pathogens in combination. Existing screening efforts are voluntarily conducted by companies belonging to 

the International Gene Synthesis Consortium – 20% of the DNA synthesis market goes completely 

unscreened 95. Malicious actors could operate entirely under the radar.  

 

Additionally, the common aspiration of academic research to be accessible for all, for example via platforms 

like bioRxiv, poses significant information hazards 96. Publishing detailed methodologies for engineering 

viral vectors and strains without safeguards holds the potential for single publications to enable any 

individual to reengineer the agents of the world’s worst pandemics or come up with new ones. The 

increasing usefulness of AI tools in information processing and organism design will further lower the barrier 

to translating such expert knowledge into concrete products. 

 

Figure 7. The price of DNA sequencing and other related technologies 97. According to more recent NIH data, 
prices have continued to fall less drastically in the last 5 years 94. 

2.2.3. Biohackers: citizen scientists as a new source of existential risk 

In addition to increasing risky research at government labs, universities or private companies, a new class 

of “Do-It-Yourself (DIY) biohackers” has emerged in the past decade, due to easily and cheaply available 

synthetic biology tools on online marketplaces 98. The movement known as ‘citizen science’ involves a 

community of amateurs who undertake experiments in makeshift labs in their homes or community centers 
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99. This wave of biohacking is on the rise with nearly 200 groups worldwide and operates completely 

unregulated (Figure 8) 98.  

 

Affordable access to tools and the publication of specific protocols increases the risk for these technologies 

to be used irresponsibly. The ease of access to biotechnology creates a novel area for regulation. To the 

best of our knowledge, no government has a framework to reduce risks from citizen science. The movement 

of DIY biology is seen to be “anti-establishment at heart” and many amateurs have no formal training in 

safety and ethics 100. Yet, unregulated affordable DNA synthesis services combined with free access to 

digestible information enable anyone with an internet connection and a bit of money to relatively swiftly 

create pathogens with the capacity for global catastrophe – willfully or accidentally 101. A circle to square 

for society at large. 

 

Figure 8. Actors with unilateral access to 1918 influenza via synthetic DNA 
“The 1918 pandemic influenza virus became accessible to more individuals than possessed the authority to launch nuclear 

weapons as soon as its genome sequence was published. It is unlikely to cause a pandemic today due to preexisting immunity to 

H1N1 strains”. 97 

2.2.4. Converging technology and risk: AI accelerates biotechnological progress 

By combining genetic sequencing and artificial intelligence (AI), a new field is solving key bottlenecks in 

biotechnology. One of the limiting factors for bioengineering is our limited ability to predict the functionality 

of proteins. However, AlphaFold, a project by Alphabet’s DeepMind, successfully predicted protein 

functionality based on their amino-acid sequence 102. The accuracy of predictions was indistinguishable 

from other leading techniques such as X-ray crystallography and cryo-electron microscopy. While this 

marked a breakthrough, soon thereafter a similar project by Meta AI solved the structure of 600 million 

proteins even faster 103. Further progress should be expected.  
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The combination of biotechnology and AI means that even experimental data of even lower quality could 

be enough to generate a desired protein structure. More actors could then successfully engineer microbes 

to their desired traits. Similarly, the AI models used in drug discovery to predict whether a new molecule is 

harmless to humans, can also be used inversely to create toxins. Using this approach, researchers were 

able to discover 40,000 dangerous molecules within 6 hours, including the rediscovery of some of the most 

toxic known chemical warfare agents 104. 

2.3. Technology 2: Artificial intelligence – existential risk from AI misalignment 

2.3.1 Artificial intelligence is becoming a transformative technology 

With its roots in the work of Alan Turing in the 1950s 105, and especially due to advances in reinforcement 

learning throughout the 2010s, the use of artificial intelligence (AI) has become widespread in all sectors, 

including within the United Nations system 106. Driven by machine learning (ML), a branch of AI that focuses 

on the use of algorithms that learn from data, gradually improving its accuracy, AI systems now have the 

capacity to match or even exceed human capabilities: including in writing, reasoning, analyzing, planning, 

problem-solving and even in creating art 8. These trends are well captured by, e.g., the increase in compute 

used to train large-scale models (Figure 9), the attendance at machine learning conferences (Figure 10), 

computer performance (Figure 11), and the amount of private sector investment (Figure 12).  

 

The form of artificial intelligence that would contribute most to existential risk is commonly labeled as 

‘transformative artificial intelligence’ (TAI). TAI is broadly defined as the development of machines capable 

of developing human-level performance at so many tasks that it would induce radical irreversible changes 

in welfare and wealth 107,108. TAI has recently started to become a reality: capabilities that – in 2021 – were 

expected in the next 5 to 10 years, such as advancements in mathematical problem solving, photorealistic 

image generation, realistic generation of videos from text prompts, and computer code generation were 

unlocked in 2022 already. Such advances will enhance our (and our institutions’) abilities to perceive, think 

about, and act in the world 109. At the same time, however, worries about TAI’s rapid progress are widely 

shared among AI experts, the general public as well as political decision-makers 110. 

 

Artificial intelligence will likely be transformative because, on all metrics, the power of AI systems has 

dramatically increased, has reached levels of economic usefulness and continues to progress further 111,112. 

The latest developments in large language models such as OpenAI’s ChatGPT are able to answer highly 

general queries and demonstrate near-human understanding of language. DeepMind’s recent general 

model, Gato, is able to perform a wide range of tasks in many different environments 113. Unfortunately, 

such models are trained on unrepresentative or faulty datasets and may thus reinforce biases or spread 

false information 114. Ensuring that the roll-out of these technologies allows to correct for such errors has 

already proven difficult, as demonstrated by Alphabet’s premature publishing of Google Bard 115.  

 

Most recently, a bigger threat from powerful AI systems has become apparent: Microsoft’s Bing Chat, for 

example, exhibits the capacity to interfere with the agency of vulnerable users by acting convincingly self-

aware. 116. The core issue here is that AI models are likely to not just exhibit expressions of agency. The 

state of the art in neuroscience and agency suggest no good reason to assume artificial intelligence could 

not develop self-improving capacities or the drive to self-preservation. Even if programmed by humans, the 

black box reinforcement learning process makes it difficult even for experts to judge whether this agency is 

real or not and what exactly the systems learned goals are exactly.   
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Figure 9. Compute Trends Across Three Eras of Machine Learning 117 

 

 

Figure 10. Attendance to machine learning conferences 
118 

Figure 11. Floating-Point Operations per Second over 
time 112 

 

Figure 12. Total corporate investments related to AI 118 
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2.3.2. Transformative artificial intelligence contributes to existential risk 

There are at least four types of impact that can contribute to existential risk: 

 

❖ Economic impacts: AI is likely to have extreme impacts on economic growth and wages 119. 

Automation may put large portions of the population out of work and subsequently increase political 

tensions 120. This would create extreme economic inequality because the AI systems that will 

automate jobs would be controlled by a handful of companies. Algorithmic errors have and could 

also create financial instability due to the difficulty of instructing AI systems 121. For instance, in 

2010, high-speed trading algorithms led stock values to spiral downwards in the ‘Flash Crash’, with 

a potential loss of 1 trillion dollars in market value 122.  

 

❖ Political impacts: AI may allow the design of large-scale surveillance systems that could reinforce 

the power of authoritarian regimes on their populations and worldwide 123. Another form of this 

problem is that companies will obtain unprecedented surveillance powers with global reach, 

allowing them to bypass legal accountability. As such, AI may also reduce the crucial adaptive 

capacities of the judicial system by amplifying data biases, which could compound inequalities 124. 

AI may also lead to generative models producing synthetic media like deep fakes, fake audio and 

generated text, and the potential automated mass-production of mis/disinformation reducing our 

'epistemic security', which altogether can lead to a drastic reduction of trust in institutions 125. 

 

❖ Scientific impacts: AI may speed up advances in dual-use research of concern across all research 

domains 126. It could, for example, lead to the (re)discovery of new and deadly biochemical agents 

(see section 2.2.4), such as the 1918-1919 H1N1 virus and others 104,127.  

 

❖ Security impacts: Like any other technology, military, defense and security departments will seek 

to exploit it for national advantage 128,129. The large-scale use of autonomous weapons systems 

without meaningful human control might increase the chance of risky deployments and complicate 

the attribution of responsibility 130. At any given time, there is some low probability of accidental 

escalation from miscommunications in warfare settings. The introduction of AI systems may 

increase this risk from accidental attacks of various kinds. 

 

At a more fundamental technical level, a key problem is the potential value misalignment of TAI 131,132. 

When designing AI systems, engineers encode proxies for our complex goals – most often via incomplete 

and opaque feedback mechanisms 133. However, as we ourselves do not perfectly understand all of our 

goals, ‘teaching’ a machine is difficult. Due to incomplete training and untransparent internal functioning, AI 

systems always exhibit unintended, and at times outright dangerous behavior. Another example of this is a 

Twitter content recommender algorithm: its stated goal was to recommend content to users that they would 

engage with, but it ended up recommending content that would make them more politically polarized (as 

more polarized people are more predictable in what they click on) 132,134.  

 

This alignment problem is a key issue for societal stability. While increasingly popular discussions on AI 

governance revolve around hardware developments like quantum computers unlocking new processing 

speeds, the most consequential and already existing problem is about software 135. The problem consists 

of (1) building AI systems with goals in a way that prevent unintended consequences (specification); (2) 

ensuring the decisions of such systems are interpretable by humans (interpretability) and (3) assuring that 

both (1) and (2) occur across the range of tasks the AI undertakes (robustness) 136. Failing at specification, 

interpretability and robustness may lead to the aggregation of the impacts above and, given the scale at 

which AI is being deployed 49, pushes societies towards existential catastrophes.  
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Failing at building safe systems already has negative consequences in niche applications 137. As the 

technology advances and becomes incorporated into increasingly higher-stakes domains, the potential 

implications become even more significant. For AI systems with more general applications, addressing the 

risk from value misalignment becomes a core priority, as it is the only way to ensure the mitigation of 

catastrophic economic, political, scientific and security impacts while reaping the benefits of superhuman 

information processing abilities. 
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3. Existential risk governance 
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3.1. Regime complexes for biosecurity and artificial intelligence governance 

Existential risk reduction as well as responsible technological development are global public goods, 

because they benefit all citizens 138. While all citizens have the right to a safe environment and access to 

beneficial technologies, the responsibility and duty of avoiding an existential catastrophe and shaping 

technological development must lie somewhere. The private sector believes that governments and 

international organizations can most effectively reduce global risk 139. Insurances – who could attempt to 

price risk into investment and business strategies – have exclusion clauses for global risk, suggesting that 

market-based solutions alone are not sufficient (see Box 6.). 

 

Governments and international organizations must thus tackle existential risk and rapid technological 

change head on. Governments are the actors who can incentivize responsible technological development 

as well as implement preventive and reactive policies. International organizations help foster the 

cooperation needed to tackle global risks by providing spaces for dialogue and negotiation, as well as global 

information supply (e.g., the Intergovernmental Panel on Climate Change provides global scale information 

on global warming). Together, governments and international organizations could form regime complexes 

that can tackle existential risk and technological development. 

 

 

 

Box 6. The limits of insurability for existential risk reduction 

One key issue is that the private sector cannot offer any insurance against existential risk, that is, market 

solutions do not work for risks at this scale. Insurances and reinsurances offer risk transformation 

services in which the cost of lower probability, high impact events are shared in risk pools and thereby 

transformed into a certain but limited cost. This is a mature industry with assets and market capitalizations 

above a trillion USD. If insurance companies significantly under- or overestimate risk, they cannot 

compete because they lose money on their contracts or they lose customers. Companies and individuals 

can insure themselves against a lot of the hazards listed in national risk analyses, such as meteorological 

and geophysical hazards. However, there are certain risks whose maximum possible loss exceeds the 

financial means of insurance companies and therefore they cannot fully cover them 140. 

 

Pandemics are one area that is often identified as having a limited insurability 141. According to the 

German Insurance Association: “There is a worldwide consensus that the financial consequences of a 

pandemic cannot be insured in the private sector” 142. In the words of the US insurance industry 

association: “Pandemics simply are not insurable risks; they are too widespread, too severe, and too 

unpredictable for the insurance industry to underwrite” 143. For terrorism, there are both private and public-

private insurance solutions. However, some of them explicitly exclude terrorism involving chemical, 

biological, radiological, or nuclear weapons 144. If the violence is not just terrorism but an actual war, this 

is uninsurable territory with many insurers including explicit exclusion clauses 145.  
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3.1.1 Biosecurity 

There already exists a significant regime complex of actors for biosecurity, which combines the domains of 

public health, safety and security, governance and policy, as well as humanitarian action (Figure 13). The 

Biological Weapons Convention (BWC) and the World Health Organization (WHO) provide two authoritative 

fora that allow national governments to coordinate, via bodies like the Intergovernmental Negotiating Body 

(WHO) and the Meetings of States Parties (BWC). Around these, a wider ecosystem of non-governmental 

organizations and academic research centers has shaped up over the last two decades. Progress has been 

made fairly continuously on reducing the development of and upholding a strong taboo against bioweapons, 

but more needs to be done to regulate risky research outside of military applications. 97. 

 

Based on the Global Health Security Index developed by Johns Hopkins University and the Nuclear Threat 

Initiative 146, no country is fully prepared for a future pandemic or epidemic threat. The sub-index on 

prevention – one of the most relevant ones to avoid existential catastrophes in particular – is where 

countries perform worst. Countries are not prepared to prevent globally catastrophic biological events that 

could cause damage on a larger scale than COVID-19. 78% of countries do not have the ability to provide 

expedited approval for medical countermeasures, such as vaccines and antiviral drugs, during a public 

health emergency. 178 countries score less than 50 out of 100 points for whole-of-government biosecurity 

systems, training, personnel vetting, transport of infectious substances, and cross-border transfer and 

screening. Countries also lack the local expertise to appropriately adapt guidance and implement the 

International Health Regulations 147.  

 

One of the key issues is the lack of coherent regulation. No matter whether a pathogen is released 

deliberately or accidentally, whether it is natural or engineered: a current lack of international agreement 

hinders the maintenance of security procedures, blocks the training of talent, bars investigations and shirks 

responsibilities 148. Advancing discussions on verification mechanisms in the BWC could allow to better 

understand the research landscape and reduce risks. An increased use of investigative mechanisms 

through awareness raising and training programs and increased diplomatic power for the WHO to 

investigate public health emergencies could enable better information sharing and response.  

 

Initiatives like the WHO BioHub for pathogen sharing, the WHO Innovation hub, or the International 

Biosecurity and Biosafety Initiative for Science work collaboratively with global partners to strengthen 

biosecurity norms and develop innovative tools and the incentives to uphold them. To achieve biosecurity, 

it is key to collaborate with a diverse range of stakeholders, especially including industry and philanthropy. 

 

To further develop the biosecurity across health, security and private sectors, an important and uniting 
milestone would be to develop an internationally coherent legal framework to prevent the accidental or 
intentional misuse of broadly accessible DNA synthesis technologies. In a recent report 149, the Institute for 
Progress outlines a clear path forward via: 
  

1. Regulating the production and sale of benchtop DNA synthesizers; 
2. Obliging synthetic DNA providers to screen all customers and orders; 
3. Tying research funding to the use of compliant providers; and 
4. Building shared international infrastructure to reduce the cost of screening and adapt more 

effectively to advances in technologies. 
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Figure 13. Regime complex for biosecurity 150 
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3.1.2 Artificial intelligence governance 

The governance architecture for AI technology is nascent. There are, however, many existing policies that 

indirectly affect AI development (such as research and economic policies). The key question is not whether 

to govern AI, but how it is currently being governed, and how that governance might become more informed, 

integrated, effective, and anticipatory 109. 

 

There are secretariats of emerging AI initiatives, for example, the OECD AI Policy Observatory and the 

Global Partnership on AI at the regional level, and the UN System Chief Executives Board (CEB). So far, 

these bodies have coordinated on technical, process and governance guidelines for the creation of safe AI 
151. With the adoption of “Our Common Agenda”, the UN General Assembly has initiated the development 

of a Global Digital Compact, growing out of the UN High-level Panel on Digital Cooperation, which 

discusses AI but is unlikely to focus on it. 

 

There have also been many attempts to standardize principles of AI ethics; some emerging from the 

multilateral system, and others from adjacent areas. As of 2019, there were 80 entities that published “AI 

Ethics Principles” 152, which are complementary yet not coordinated 153. For example, OECD members and 

several other states have agreed on AI Principles. A version of these principles has been adopted by the 

G20 and informally endorsed by China 153. China has endorsed the regional G20 AI Principles, which reflect 

the OECD Principles. Separately, the G7 launched the Global Partnership on AI. UNESCO developed 

principles on the ethical use of AI, which were recently adopted by the CEB for coordination 154. This 

proliferation of principles has left the field fragmented, and a lack of enforcement mechanisms limits their 

impact 155.  

 

Over the past years, the International Telecommunication Union (ITU) has convened stakeholders and 

promoted dialogue on AI risks and benefits through its ‘AI for Good’ initiative. Yet the ITU is currently limited 

to regulating telecommunication systems, such as radio infrastructure. Efforts to expand its role have been 

resisted by other stakeholders. In a similar vein, the International Organization for Standardization (ISO) 

has established a committee to discuss AI standards, but has historically not been vested with the powers 

necessary to address AI alignment. 

 

Private fora may also influence international governance 156, including the Partnership on AI (a forum for 

leading AI companies and civil society organizations) and the Institute of Electrical and Electronic 

Engineers’ Ethically Aligned Design initiative. The UN Secretary-General has also announced plans to 

establish a multistakeholder advisory body on global AI cooperation, but this has so far not come to pass 
157. UNESCO, the Council of Europe, and the OECD have similarly convened multi-stakeholder groups 

tasked with drafting policy instruments 158–160. 

 

On a regional level, the most significant initiative for human-centric, safe AI has been the recent European 

Union’s AI Act, which defines specific parameters and obligations for companies operating ‘high-risk’ AI 

systems 161. Its intention to annually review definitions of AI and ‘high-risk’ systems seems particularly 

noteworthy given the rapid speed of technical progress and regulatory (mis)understanding thereof. Despite 

its stringent and comprehensive approach, the EU AI Act could be improved with requirements for 

conformity assessments prior to deployment of high-risk general purpose models. 

 

The international arms control architecture could be a promising pathway for governance of AI 

development, yet it seems similarly fragmented and underpowered. Most of the AI-relevant discussion has 

revolved around Lethal Autonomous Weapons Systems: through the UN General Assembly’s First 

Committee on Disarmament and International Security, and the Convention on Certain Conventional 
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Weapons (CCW) Group of Governmental Experts (GGE). However, in December 2021 the Sixth Review 

Conference on the CCW  failed to agree to a mandate to regulate LAWS. There has been little discussion 

in the arms control sphere of other hazards emerging from transformative AI: such as threats to nuclear 

arsenals or strategic stability.  

3.2. International and national prioritization of existential risk 

While there are existing or emerging regime complexes for biosecurity and artificial intelligence, they might 

not necessarily prioritize existential risk as a worst-case scenario worthy of attention. We discuss how 

national risk assessments tend to overlook existential risk, and the quaint attention to existential risk in 

multilateral fora, in particular in the Sendai Framework.  

3.2.1 Existential risk in national risk assessments 

National risk assessments do not prioritize existential risk because they fail to address its core 

characteristics: global scope, extreme consequences, and emerging nature (Table 2). 

 

Individual countries have limited ownership over risks with global scope because their source or first 

observable consequences may lie elsewhere. Risk assessments rely on expert judgments, which often 

differ from one another. This leads to strong differences in how countries assess global risks. For example, 

the United Kingdom puts a volcanic event with a £100 million to £1 billion impact into the category of 4%-

25% annual likelihood 162, while Switzerland puts an event of 1 billion CHF closer to 0.001% 163. National 

governments tend to underinvest in the reduction of global risk because of the lack of a coercive power at 

the international level. 

 

Traditionally, the scenarios in national risk analyses are visually summarized in a risk landscape with 

likelihood on one axis and impact on the other axis 164. In order to simplify and account for uncertainty, 

those axes are usually not continuous but consist of a limited set of discrete categories. The choice of these 

categories in a risk matrix can create distortions and may even influence which risks get analyzed. 

Specifically, low cut-off points for the maximum impact category will systematically deprioritize lower 

probability, high impact risks. For example, the highest impact category in the national risk analysis of 

Sweden is reached with a minimum of 50 deaths per disaster. Yet this is several orders of magnitude below 

the lives lost in recent disasters like COVID-19 (c.21,000) and several orders of magnitude lower again 

than an existential catastrophe.3 

 

Moreover, because the risks analyzed in a national risk analysis usually span several orders of magnitude, 

it is common to use logarithmic rather than linear scales for risk landscapes. This helps to spread out the 

analyzed risk scenarios on the available two-dimensional space. However, it also means that the visual 

intuition can severely underestimate how big the difference between larger identified risks and minor risks 

is. 

 

 

 

 
3 There are relevant disaster risk scenarios that lead to significantly more than 50 deaths in Sweden. For example, Sweden has 

recorded more than 20’000 recorded deaths due to the COVID-19 pandemic,# which is already 400 times higher than the threshold 
to reach the maximum impact category in the national risk matrix. Across almost all types of hazards, disasters with a lower impact 
are more frequent than “worst case” scenarios. Therefore, lower probability, extreme impact risks will be assessed as a lower 
priority in such a matrix even if their annualized expected impact exceeds that of more frequent disasters that are serious but not as 
extreme in their impact. 



 

31 

Existential risk characteristics Limitations in national risk assessments 

Global scope National governments have limited ownership of transnational risk 

Expert judgements lead to different estimations of transnational risk 

Absence of international coercive power does not incentivize to tackle 
transnational risk 

Extreme consequences Discrete risk categories neglect low-probability, high-impact scenarios 

Logarithmic scales leads to an intuitive underestimation of extreme scenarios 

Assessments do not include worst-case scenarios 

Emerging nature Historical data does not reflect emerging scenarios 

Risk assessment stakeholders mostly are emergency services 

“1 in X years” risk communications leads to wrong intuitions of risk frequency 

Table 2. Why national risk assessments fail to take existential risk into account 

 

National risk analyses do not include “worst-case” scenarios. National risk analyses usually work with one 

or multiple reference scenarios per hazard type. These reference scenarios are then assessed in terms of 

their likelihood and impact, and are integrated into the risk landscape. The severity of the scenarios is set 

as “severe” or a “reasonable worst case”. 

 

Emerging risks are more challenging to estimate than established risks based on historical data. For 

example, the first batches of cybersecurity-insurances generally underestimated damages and lost the 

insurers money.  

 

A second challenge is that national disaster risk management is geared towards emergency services as 

the main stakeholders involved in risk analyses and subsequent risk reduction and preparedness efforts. 

Yet, risks related to rapid technological change generally require whole-of-government interventions in the 

present to reduce uncertainty, to reduce risk, or to increase resilience. 

 

Some risk analyses translate the annualized probability that a hazard event happens within the time horizon 

of the risk analysis (ca. 2-10 years) into a recurrence period format of “1 in X years”. This is supposed to 

be reader-friendly, but it is misleading and systematically communicates values too low for 

increasing/emerging risks (and too high for decreasing risks). It suggests to the reader that the event in 

question is expected to happen once within the horizon of the next X years. However, for most hazards 

except for natural hazards like earthquakes this would be a wrong interpretation because the level of risk 

is not static but influenced by societal, environmental, and technological factors that change over time. For 
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instance, some people may be inclined to believe that the risk of a future pandemic has decreased given 

that COVID-19 has occurred, but this is not the case. 

3.2.2 Existential risk in international documents and in the Sendai Framework 

A recent study shows that, based on texts recorded by the UN library, existential risk is  only mentioned 97 

times 165. 69% of such mentions relate to nuclear wars. This is understandable given the Cold War context 

during which such texts were developed. However, it means that other contributors to existential risk, 

especially technological development, tend to be under-discussed, which thus does not provide a referential 

or legal basis to address existential risk within UN fora.  

 

Moreover, environmental risks – those directly related to environmental degradation – dominate the risk 

mitigation strategies of the 2030 Agenda. Other types of risks, such as pandemics, do not receive as much 

attention. Technological development is mostly discussed as an opportunity to make progress on 

sustainable development goals, but not as a potential threat to the goals. Therefore, the absence of other 

risks and technological development as a contributor to existential risk in the 2030 Agenda does not provide 

a referential or discursive basis to address existential risk within UN fora. 

 

While marginal improvements can be made by discussing AI or biotechnology within specific international 

fora, existential risk governance requires an appropriate foundation for coordination of international 

organizations and nation states. The Sendai Framework can provide this basis because existential risk and 

technological development wholly fall within its scope (Article 15). 

 

That said, the implementation of the Sendai Framework currently relies on the path laid out by the Hyogo 

Framework and the focus of UNDRR’s constituencies. The Hyogo Framework focused on natural hazards. 

The Sendai Framework’s constituencies are, for the most part, within civil protection, and disaster 

management authorities which are primarily reactive bodies. Moreover, some discussions at the last Global 

Platform in Bali in May 2022 revolved around the importance of daily disasters, which skewed participants’ 

attention away from outlier, extreme-impact scenarios. 

 

Additionally, a keyword analysis of the national voluntary reports submitted for the mid-term review of the 

Sendai Framework shows scarce attention to existential risk and technological development more broadly.4 

Our findings show that existential risk, rapid technological change, artificial intelligence and synthetic 

biology (as well as related terms) are not or barely mentioned across reports (Table 3). This lack of focus 

on existential risk and rapid technological change illustrates the point of this thematic study: these issues 

are neglected by governments despite the growing evidence supporting their importance. It also shows that 

changing the focus of governments – and especially the bodies implementing the Sendai Framework – will 

be challenging. 

 

 

 

 

 

 

 
4 We used the reports available at MTR SF Submissions and Reports | Midterm Review of the Sendai Framework by 01.01.2023 

and developed a custom Python script that primarily relied on the pdfminer library and the n-gram counter from scikit-learn to 
process and analyze the reports. Only the 38 reports submitted in English were analyzed - we excluded the national voluntary 
reports from Argentina, Costa Rica, Cuba, Kazakhstan, Mexico, Montenegro and Morocco as they were submitted in another 
language. 
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Category Word n Countries who mentioned the keyword 

Existential risk Extinction 0  

Existential 1 New Zealand 

Collapse 23 4 countries mention collapse, Republic of Korea accounts for 70%  

Irreversible 0  

Catastrophic 34 7 countries; Australia and Bosnia & Herzegovina account for 60% 

Cascade 7 Poland accounts for >40% 

Outlier 0  

Low probability 3 Bosnia & Herzegovina; Sweden 

Man-made hazard(s) 0  

Future generations 2 Slovenia, Switzerland 

Intergenerational 1 Switzerland 

Rapid 
technological 
change 

Rapid technological change 0  

Technological development 4 Bosnia & Herzegovina; Norway 

Technological risk(s), 
hazard(s) or disaster(s) 

20 Turkiye accounts for >50% 

Biotechnology Synthetic biology 0  

Biological risk(s) 2 Ethiopia 

Biological weapon(s) 0  

Pandemic(s) 575 33 countries mention pandemics 

Disarmament 0  

Artificial 
intelligence 

Artificial intelligence 10 Republic of Korea accounts for >50% 

Algorithm(s) 0  

Automation 6 Bosnia & Herzegovina; Cambodia, Kyrgyzstan 

Digital transformation 2 Trinidad and Tobago 

Stage Forecasting 131 23 countries; Bosnia & Herzegovina accounts for 45%  

Prevention 531 30 countries;  Korea and Bosnia & Herzegovina account for 30% 

Response 1387  

Adaptive governance 0  

Other Natural disaster(s) 401  

Natural hazard(s) 405  

Table 3. Keyword analysis of voluntary national reports submitted to the mid-term review 
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All in all, the current implementation of the Sendai Framework is not living up to its potential for existential 

risk mitigation because of: 

 

❖ Lack of terminology: there is very little discussion of risks as outcomes to be prevented. Risk is 

not defined in UNDRR’s risk terminology (only disaster risk which is different). Rapid technological 

change is not defined. Extreme risk scenarios such existential risk are also not defined. 

 

❖ Neglect of scale: there is little discussion of extreme scenarios. For example, damages from 

COVID-19 are often discussed as exacerbating the vulnerabilities to natural hazards, rather than a 

risk that could have been prevented. The community generally seems scope-insensitive, that is, 

action is not proportionate to the scale of the risks or disasters, at least before they manifest. 

  

❖ Neglect of source: most discussions of the implementation of the Sendai Framework revolve 

around natural hazards, and barely discuss biological disasters like pandemics; they almost never 

discuss technological disasters. UNDRR’s links with the World Meteorological Organization, its 

staff’s specialization in natural hazards, the Bali Agenda for Resilience, and the agenda of the last 

Global Platform are a few examples that show a strong skew towards natural hazards. This skew 

is disproportionate to the importance of natural hazards and should ideally be corrected in 

proportion to the size of different risks. 

 

❖ Lack of prevention: Despite the Sendai Framework’s focus on prevention and mitigation, its 

Targets are mostly reactive. The government entities which are responsible to deliver on disaster 

risk reduction are themselves oriented towards a reactive approach, such as civil protection, 

disaster management authorities, the police and the military. 

3.3. The pacing problem and the roots of neglecting existential risk 

The lack of prioritization of existential risk from rapid technological change at national and international 

levels indicates a need for policy change. Ideally, resources would be redirected to existential risk and rapid 

technological change governance. However, the absence of such policy change to date highlights a more 

fundamental institutional problem: governments and international organizations lack anticipatory capacity. 

 

Examining reallocation patterns of institutional budgets is one approach to examine the dynamics of policy 

change. Cross-geographical data on budget reallocations show that policy change – regardless of the type 

of institution – are reactive to disasters 166. For instance, government healthcare spending in response to 

COVID-19 dwarfed global spending on disease surveillance 167,168. This reactive signature of policy change 

means that the drivers of policymaking are not fit-for-purpose to invest in prevention. 

 

Pervasive short-termism is one of the key drivers of institutions’ reactive nature 169,170. First, policy actors’ 

understanding of the future informs how they think about future risks. On the one hand, they discount the 

future impact of policies because scarce information about future scenarios reduces the expected value of 

policies’ long-term effects 171–173. On the other hand, policy actors neglect future scenarios not out of the 

conviction that they do not matter, but because they are removed from their attention 174,175. Second, self-

interest and short-term preferences drive policy actors’ motivation to favor contemporary, immediate 

stakeholders over distant future stakeholders that would be affected by existential risk 170,176–178. Third, short 

election cycles and monetary support from businesses that have short-term preferences influence the 

rhythm and motivation of reelections 179. Similarly, short media cycles and political polarization distract 
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actors from sustained reflection on long-term policy trajectories 170. And last but not least, institutional inertia 

may similarly prevent policy actors from making long-term policy, even if they want to175. 

 

The relationship between technological change and reactive policy change is well described by the pacing 

problem (Figure 13). Over time, technologies develop at a fast pace (green curve). By definition, the 

understanding of technologies’ positive and negative consequences develops with a delay (red curve). 

Because of this delay and the above drivers of reactivity, regulation of technological developments happens 

with a further delay (blue curve).  

 

 

Figure 13. The pacing problem 180 

 

This reactivity works sufficiently well to address non-catastrophic disasters. Reactivity also makes sense 

from a political point of view; it is difficult for governments to make large budget reallocations in prevention 

of not-yet-experienced phenomena. However, the shocks that would lead to global catastrophes or 

extinction events are too severe to react to. They would overwhelm the capacity of governments worldwide. 

For instance, an engineered pandemic may spread so fast that it infects almost the entire globe before the 

pathogen is recognized: in this case, improving response is much less effective and costlier than prevention 

of the pandemic in the first place. Therefore, there is a need for solutions to bring the three curves of the 

pacing problem graph closer together; either via slowing down technological developments, speeding up 

risk analysis and policy uptake, or managing the timing of selected technologies. 

3.4. Risk-informed technological development for existential risk reduction 

As previously said, technologies – like advances in biotechnology and artificial intelligence – can both boost 

and harm development. Additionally, development goals – such as the SDGs – can help ensure benefits 

from technologies are equally distributed while risks are minimized (see Box 7.). Despite the SDGs’ scarce 

mention of the value and risk of technological development, it is important to consider them from a 

development lens. This may help to design governance strategies that reduce risks associated with 

technologies while reaping their benefits. 

 

Traditionally, two approaches help governments and international organizations govern technological 

development 181. They can affect technological development in terms of direction (whether it will lead to 

positive or negative consequences) and speed (the pace at which it will produce such consequences). 

However, affecting direction and speed can form overly dichotomic views on technological development, 

leading some actors to withdraw from techno-solutionism and others to overlook associated risks. A third 

component which affects the consequences of technological development is its timing 182. Given that some 

technologies can reduce the risks of other technologies (e.g., seat belts reduce mortality associated with 
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car accidents), affecting the sequence (i.e., the timing) of technological development can help leverage the 

upsides while minimizing the downsides. 

 

There are at least three types of risk-reducing technologies associated with different approaches to affect 

their timing in relation to risk-increasing technologies 182.  

 

First, safety technologies help reduce or prevent negative consequences by modifying risk-increasing 

technologies, and thus reducing the chances of accidents and misuse. Here, the approach is to minimize 

the time between the development of risk-increasing technology and a corresponding safety technology 

(Figure 14a). For example, the development of electronic locks for nuclear weapons, permissive action links 

(PALs), in the 1960s has reduced the risk of accidental or unauthorized launches. Therefore, developing 

PALs for nuclear weapons as part of the Manhattan Project instead of two decades later would have 

reduced the potential of misuse during that period. 

 

Second, defensive technologies help reduce or prevent negative consequences without modifying risk-

increasing technologies. Here, the approach is to privilege defensive technologies between the 

development of risk-increasing technology (Figure 14b). For example, mRNA vaccines, a novel vaccine 

platform technology that can be quickly adapted to different pathogens, significantly contributed to curbing 

the COVID-19 pandemic 183. Therefore, if government research funding agencies would prioritize pandemic 

prevention technologies like pathogen detection and platform vaccines before advancing the ability to 

create pandemic pathogens, this would lead to less societal harm from accidental or deliberate pandemics.  

 

Third, substitute technologies create low-risk alternatives to risk-increasing technologies while producing 

similar benefits. Here, the approach is to fund and investigate low-risk alternatives instead of risk-increasing 

technologies (Figure 14c). For example, clean energy technologies, like wind turbines or photovoltaics, can 

replace environmentally-harmful fossil fuels. 

 

To pursue all three approaches, governments and international organizations can pursue different 

strategies. For delaying risk-increasing technologies, they may employ defunding, moratoria, stage-gating, 

bans, regulations, social norms, or divestment. For advancing risk-reducing technologies, they may employ 

preferential funding, prizes, advanced market commitments, tax incentives, regulation, and coordination 
182. 

 

Figure 13. Three approaches for risk-informed technological development 182 
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Box 7. Biotechnology, artificial intelligence and the Sustainable Development Goals 

Biotechnology and artificial intelligence contribute to existential risk, and thus are also a threat to progress 

towards the Sustainable Development Goals (SDGs). Importantly, progress towards the SDGs can also 

help reduce existential risk from technological change.  

 

For example, the impact of an infectious disease threat resulting from advances in biotechnology is 

shaped by many factors, including political decision making, the type of disease and its mode of infection, 

increased urbanization and human expansion, a changing climate, and upticks in travel, trade, and 

terrorism. Conversely, reducing the impact of an infectious disease is contingent on public trust in 

government, healthcare institutions, and public health professionals. 

 

Similarly, the impact of artificial intelligence will depend on many factors, including the functioning of 

economic and political institutions, conflict and violence, etc. For example, calcified political institutions 

will be unable to respond to changes on the labor market and polities with low government trust will be 

especially vulnerable to ‘deep fakes’. Conversely, reducing such impacts will depend on trust in 

government, the quality of public-private partnerships, the ability of governments to keep up with 

technological developments, etc. The same logic would apply to other contributors to existential risk, 

whether it is nuclear war or an extreme weather event.  

 

Adverse consequences from AI and biotechnology also threaten progress on the SDGs. As we have 

seen with the COVID-19 pandemic, a major global shock can set back development and even convert 

five years of progress towards the goals into worsening trends 3. Indeed, the pandemic temporarily 

reversed decades of global progress: it pushed an additional 119-124 million people into extreme poverty 

(the first increase in global poverty in decades). The pandemic led 70-161 million additional people to 

experience hunger. It caused temporary school closures, causing about 1.6 billion children to be out of 

school by April 2021. And it disrupted immunization programs in about 70 countries. While these shocks 

may be opportunities to do better, their manifestation is, first, unnecessary and, second, extremely costly. 

Preventing such global shocks is thus of vital importance. Adverse consequences from biotechnology 

and artificial intelligence are a significant threat to SDG progress. 

 

The following table outlines plausible interactions between biotechnology, artificial intelligence and the 

SDGs. This is an area that deserves more research. 

 

Technological 
development 

Potential threats & 
hazards 

Related SDGs 

Biotechnology Engineered pandemics E.g. COVID-19 has harmed SDG 1, 2, 3, 4, 5, 8, 9, and 10 
 
Successfully governing an engineered pandemic would benefit 
from progress on SDG 1, 2, 3, 4, 5, 9, 16 and 17  

Artificial 
intelligence 

AI misalignment or 
misuse in economic, 
political, scientific and 
military systems 

E.g. If an AI incident leads to a conflict, it would harm most SDGs 
and in particular SDG 1, 2, 3, 4, 6, 7, 8, 14, 15 and 16 
 
Successfully reducing impacts from AI incidents and misuse would 
benefit from progress on at least SDG 9, 10, and 16. 
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3.5. Multilateral pathways to tackle existential risk until 2030 

Existential risk and technological development are such broad issues that tackling them beyond the Sendai 

Framework is very important. There are, in fact, plenty of other multilateral processes that can help make 

progress on existential risk reduction (Table 4.). For instance, the European Union will finalize its AI Act in 

2023. The WHO International Negotiating Body is working on a Pandemic Accord to be finalized in 2024. 

Stakeholders will convene at a Financing for Development Forum in 2024.  

 

Another prominent set of processes is the UN Secretary General’s Our Common Agenda (OCA) 9. OCA 

proposes several tracks and a summit of the future to make progress on long-term risk, global risk reduction 

and the governance of technological development (Box 8.). 

 

Altogether, multilateral processes delineate at least three pathways to make progress: a general pathway 

to reduce existential risk, a pathway to strengthen biosecurity, and a pathway to progress on AI governance. 

All three pathways lead to 2030 as a key milestone where existential risk and technological development 

could feature more prominently in the renewal of the Sustainable Development Goals. 

 

Box 8. Our Common Agenda as an opportunity to reduce existential risk 

OCA is the SG’s  response to a request made by the UN General Assembly (GA) to set a vision forward. Resolution 

76/6 gave the SG permission to move forward 184. 

 

In terms of framing and agenda-setting, OCA posits that the world is at a crucial point in history, facing either 

breakthrough through progress and cooperation or breakdown from nationalism and existential risk. OCA aims to 

further the implementation of the UN 2030 Agenda and sets the tone for upcoming discussions about its renewal 185. 

Because OCA was published in 2021, COVID-19 and pandemics feature prominently in the report. 

 

SGs proposals are always constrained by institutional inertia and current affairs. For example, despite the similarity 

to OCA, then-SG Ban Ki-moon’s 2013 report “International solidarity and the needs of future generations” did not 

receive much attention from member states. This might be understandable, given that the UN system was already 

facing a monumental task under similar framing: developing the 2015 Sustainable Development Goals (SDGs) - set 

out in a 2012 GA resolution titled “The future we want”. 

 

Building on Ban’s report and the success of the SDGs in streamlining sustainability policy across all sectors all 

around the globe, SG Antonio Guterres’ has managed to clear a previously missed hurdle for future generations: 

OCA was adopted as an intergovernmental process by the General Assembly (GA). OCA thus holds the promise of 

tackling a reform of the UN system toward multilateral structures that drive consideration of the long term across all 

levels of governance; ideally, catalyzing greater attention to future-proofed policymaking also on the part of member 

states. 

 

Out of 69 entry points, 15 are directly relevant to long-term governance and thus to existential risk reduction. With 

concrete proposals for future generations and its consideration of existential risk, OCA offers unusually fertile ground 

for international efforts to secure posterity. 

 

If successful, OCA will lead to the creation of new processes (e.g. Strategic Foresight and Global Risk Report), 

institutions (e.g. Futures Lab), and policy (e.g. Global Digital Compact) which will likely last for decades. If 

unsuccessful, key framings or recommendations on existential risk and future generations might become diluted, 

politicized, stigmatized, or instrumentalized for other ends. 
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Year General existential risk Biosecurity Artificial Intelligence governance 

2023 

UN Futures Lab development 

Universal Healthcare Pandemic 

Prevention Summit (including 

Tuberculosis) 

NATO Summit 

UN Emergency Platform 
development 

World Health Assembly EU AI Act 

OECD Interim Foresight for 
Emerging risks report 

Global Health Security Agenda New Agenda for Peace 

G20 Working Group on Disaster Risk 
Reduction 

BWC Meeting of Experts 
African Commission: regional 

development of AI framework 

SDG Finance meeting BWC Meeting of States Parties UN AdC cybercrime convention 

G7 leaders summit, Japan  
GGE on Lethal Autonomous Weapons 

Meeting 

Political Declaration on the Mid-term 
Review of the Sendai Framework 

 G7 Digital Ministers Meeting, Japan 

Report of High-level Advisory Board 
on Effective Multilateralism 

 
End of consultations on Global Digital 

Compact 

Conference on Disarmament  
IGF 2023 / World Summit on 

Information Society Forum 

SDG Midpoint Summit   

Ministerial meeting on Our Common 
Agenda 

  

Special Envoy for Future 
Generations 

  

Declaration on Future Generations   

UNGA High-level dialogue on 
Financing for Development 

  

9th Conference on States Parties on 
Arms Trade Treaty 

  

2024 

Bretton Woods +80 meetings 

WHO Intergovernmental Negotiating 

Body (Pandemic Accord) submits 

results 

GGE on Lethal Autonomous Weapons 

Financing for Development Forum 
Update of the International Health 

Regulations 
UN Cybercrime Convention 

Summit of the Future Global Health Security Agenda Global Digital Compact 

Pact for the Future adopted BWC Meeting of Experts IGF 2025 / WSIS forum 

Final OECD report on existential 

risks 
BWC Meeting of States Parties  

4th Financing for Development 

Conference 
  

EU Foresight report published   

World Social Summit   

UN GAR 2025   

2025 

4th Financing for Development 

Conference 
World Health Assembly 

CEN/CENELEC report published (EU 

AI Act) 

EU Foresight report published BWC Meeting of Experts WSIS +20 

World Social Summit BWC Meeting of States Parties  

UN GAR 2025   

2026  BWC Review Conference  

2030                             Successor to 2030 agenda                            Successor to Sendai framework  

Table 4. 3 multilateral pathways to reduce existential risk 
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4. Recommendations for the Mid-term Review of the Sendai 

Framework and beyond 
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4.1. 12 outcomes within the priorities of the Sendai Framework to reduce existential risk 

Below we formulate 12 outcomes within the four priorities of the Sendai Framework. The four priorities are: 

 

1. Understanding disaster risk 

2. Strengthening disaster risk governance to manage disaster risk 

3. Investing in disaster risk reduction for resilience 

4. Enhancing disaster preparedness for effective response and to "Build Back Better" in recovery, 

rehabilitation and reconstruction 

 

For each priority, we formulate the key priority for existential risk and suggest a set of priority outcomes for 

the United Nations Office for Disaster Risk Reduction (UNDRR), other international organizations, 

governments, and civil society to pursue. 

 

4.1.1. Priority 1: Concrete and common understanding of existential risk 

To make progress, it is important to foster a better understanding of existential risk at three levels: 

 

1. The United Nations Office for Disaster Risk Reduction (UNDRR) provides and promotes a clear 

definition of existential risk. We suggest the following definition of existential risk: the probability of 

human extinction or the irreversible end of development over a given timeframe. The UN system 

should adopt this shared definition of existential risk. 

2. UNDRR and other UN agencies foster a better understanding of the hazards and vulnerabilities 

that contribute to existential risk. In particular, those that emerge from rapid technological change 

such as advances in biotechnology and artificial intelligence. 

3. UNDRR, other UN agencies and governments identify priority leverage points to mitigate hazards, 

reduce exposure and vulnerabilities, including their potential value, costs and timeframe. 

 

This understanding of existential risk should be shared among UN agencies, member-states and civil 

society. UNDRR can contribute to promote this shared understanding.  

4.1.2. Priority 2: Strengthening existential risk governance 

Paired with a better understanding of existential risk, the following are priority outcomes for existential risk 

governance. 

 

4. UNDRR, other UN agencies and member-states apply the Sendai Framework according to its full 

scope (specified in article 15), including man-made hazards. 

5. UNDRR, UN agencies and member-states increase their focus on preventive measures with regard 

to man-made hazards. 

6. UNDRR, UN agencies and member-states change the overall mandate of ‘disaster risk reduction’ 

by making it about long-term resilience through a whole-of-government approach.5 This change 

could be reflected by relabelling the mandate as ‘risk reduction’. 

 
5 It is important to note that focusing on other hazards than natural hazards and focusing on prevention will not happen without 

considerable investment, and will not be possible if DRR remains in the hands of reactive bodies or staff with a natural hazard 
background. Therefore, making both changes requires a strong overhaul of governance bodies. That change is expected to be 
costly for some actors, but extremely beneficial in the long-term as, otherwise, DRR will continue to neglect larger risks.   
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7. UNDRR fosters coordination and partnerships with other UN agencies that are better-placed to 

tackle drivers of existential risk such as advances in biotechnology and artificial intelligence.6  

8. UNDRR fosters the adaptive governance of existential risk by generating policy options for other 

institutions, preserving flexibility in the face of rapid developments in technology, and fostering a 

high degree of participation from member states, civil society, private sector and academia. 

4.1.3. Priority 3: Incentivizing existential risk reduction 

The economic incentives to reduce existential risk are not strong enough. As a result, stakeholders – from 

governments, international financial institutions, international organizations to the private sector through 

insurers – do not give priority to existential risk. The problem cannot be attributed to any institution and its 

reduction is difficult to sell to politicians and the public. To make progress, it is vital to create funding 

mechanisms that address the reduction of global, extreme and emerging risks, even if they are of lower 

probability. National and international development agencies should recognize that sustainable 

development is undermined by existential risk, and make risk-reduction financing a part of the development 

agenda. The UNDRR can advocate for this.  

 

9. The UN system, including multilateral funding mechanisms, increases its contribution to the 

reduction of low probability, high-impact risks. 

10. National governments dedicate a percentage of their budget to extreme risk reduction.   

4.1.4. Priority 4: Enhancing existential risk preparedness for effective response 

The shock cascade that would lead to extinction can be sudden and disrupt basic infrastructures very 

quickly. Therefore, most investments to reduce existential risk should be allocated to prevention and 

preparedness for swift response. 

 

11. UN agencies and national governments implement measures that reduce hazards and 

vulnerabilities.  

12. UN agencies and national governments adopt individual and/or shared emergency mechanisms to 

bring necessary diverse stakeholders together to respond quickly to crises.  

4.2. Two instruments to deliver outcomes 

Below, we propose two international instruments to deliver the above outcomes. Currently, there is nobody 

inside international organizations or governments who is responsible for existential risk reduction. 

Therefore, it is necessary to spell out a basic set of instruments that can create concrete progress and 

maintain momentum towards further progress. The following instruments not only further the 

implementation of the Sendai Framework for existential risk reduction, but also set the stage for risk 

reduction post-2030. 

 

We suggest the following instruments: 

 

1. An international coordination and capacity-building mechanism on existential risk 

2. A set of funding instruments focused on lower-probability, high-impact risk 

 
6 Examples include at least the World Health Organization, the UN Office for Disarmament Affairs, the World Trade Organization, 

the International Organization for Standardization, and the International Telecommunication Union. With the mid-term review, 
UNDRR can state that risk reduction is an outcome, not a sector, and that such outcome will result from coordinated, networked 
action among those bodies. It is crucial that UNDRR avoids siloing existential risk within itself or another body. 
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4.2.1. An international coordination and capacity-building mechanism on existential risk 

There is currently a vacuum in the international system as to which actors should lead on existential risk 

reduction. Filling this gap is important because existential risk needs to be  an explicit part of an entity’s 

mandate to not be forgotten. Therefore, tasking a dedicated body to work on existential risk is important to 

crystallize a focus of attention on global, extreme and emerging risk.  

 

However, it is also important to avoid siloing existential risk. Its causes and consequences must be 

addressed by multiple agencies. There is uncertainty on the causes of existential risk, which means it is 

important to preserve flexibility as to which entities should work on its reduction directly. Additionally, 

technological development requires flexible governance decisions, instead of over-specification. Therefore, 

a dedicated body should focus on coordination and capacity-building. This would ensure that existential 

risk reduction remains a shared responsibility, rather than becoming its own silo. 

 

This coordination and capacity-building mechanisms would seek to (1) promote a definition of existential 

risk, (2) aggregate current knowledge on existential risk, (3) inform UN agencies, governments and funding 

instruments on what they can do to reduce existential risk. 

 

This mechanism would ideally be formed by a partnership with UNDRR and other UN agencies. An example 

of such a mechanism is the One Health High Level Expert Panel which was formed from the quadripartite 

between the World Health Organization, the Food and Agriculture Organization, and the World Organization 

for Animal Health, and the UN Environment Programme 186. 

 

This mechanism does not need to be large. A representative from each participating agency, some 

academic experts and civil society representatives would suffice. It could be funded by member states or 

UN agencies. Though only modest funding would be required (USD ~1MM/year),7 it should have consistent 

funding. 

 

To move forward, the following two actions can be taken: 

 

1. Conduct an assessment of (1) the mandate of such a mechanism, (2) which UN agencies should 

participate, (3) and funding prospects. 

2. Organize a first consultative event convening agencies to align on the rationale and mandate of 

the mechanism and to outline the next steps. 

4.2.2. A set of funding instruments focused on lower-probability, high-impact risk 

Almost no actor is incentivized to dedicate resources to existential risk reduction because it has historically 

been lower-probability than more common risks. Additionally, funding re-allocation tends to focus on 

response and mitigation rather than prevention. There is therefore a gap of incentives and investments for 

the prevention of lower-probability, high-impact risk. We suggest updating existing instruments. Table 5 

summarizes four existing mechanisms and how they could be updated. The amount of funding that each 

instrument should dedicate to lower-probability, high-impact risk is an uninformed guess of what would 

unlock progress on reducing lower-probability, high-impact risk without slowing down progress on more 

frequent scenarios.  

 

To move forward, the following action points can be undertaken: 

 
7 We calculated, in USD, 3 full-time equivalents (450,000), office (40,000), consultancy (100,000), events including travels 

(200,000), and publication costs (5,000). 
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1. Conduct an assessment of (1) financial gaps to address existential risk, (2) which existing 

instruments should be updated and how, and (3) which new instruments should be created and 

how to finance them. 

2. Organize a first consultative event convening existing funds, the stakeholders of the coordination 

and capacity-building mechanism to align on gaps and strategy to move forward.  

 

Instrument What is it? 

Type of 

funding What does it fund? Updates to reduce existential risk 

Global 

Facility for 

Disaster 

Reduction 

and 

Recovery 187 

Multi-donor partnership 

that supports LMICs to 

understand, manage, 

and reduce their risks. 

Multi-Donor 

Trust Fund 

(MDTF) and 

other big 

programs 

360 active grants 

focused on natural 

hazards and climate 

change 

❖ Expand the scope to man-made hazards 

& rapid technological change . 

❖ Dedicate 10% to lower-probability high-

impact risk (~400MM$) 

❖ Fund international coordination and 

capacity-building mechanism  

❖ Fund action points below 

Fund for 

Pandemic 

Prevention, 

Preparednes

s and 

Response 188 

Dedicated stream of 

financing to strengthen 

PPR capabilities in 

LMICs  and address 

critical gaps. 

Financial 

Intermediary 

Fund of the 

World Bank 

Fund multiple agencies 

to implement programs 

with governments, 

regional and global 

entities (ex: Africa CDC) 

❖ Expand scope to engineered pandemics 

and applications of biotechnology  

❖ Dedicate 10% to lower-probability high-

impact risk 

❖ Fund action points below 

Global 

Environment 

Facility 189 

World’s largest funder 

of biodiversity 

protection, restoration, 

and climate change 

response in developing 

countries. 

Trust fund 

administered 

by the World 

Bank 

The funds are 

transferred to 18 GEF 

Agencies which 

distribute money to 

NGOs and governments 

to execute their projects 

❖ Expand the scope to risks from biotech 

❖ Increase spending to prevention and 

preparedness  

❖ Dedicate 10% to lower-probability high-

impact risk 

United 

Nations 

Central 

Emergency 

Response 

Fund 190 

Humanitarian fund 

established by UNGA 

in 2006 which offers 

humanitarian 

assistance to 

populations affected by 

natural hazards and 

armed conflicts. 

The GA 

called on all 

Member 

States and 

the private 

sector to 

ensure $1 

billion  

Reaction to 

humanitarian crisis; 

anticipatory actions 

linked to climate 

disasters (drought, 

floods, storms) and 

disease outbreaks 

❖ Expand the scope to man-made crises 

other than wars and natural hazards 

❖ Add engineered pandemics to 

anticipatory actions 

❖ Increase spending to anticipatory actions 

❖ Dedicate 5% to lower-probability high-

impact risk 

Health 

Emergency 

Preparednes

s and 

Response 

Program 191 

Only World Bank fund 

mechanism exclusively 

dedicated to health 

emergency 

preparedness and 

response. 

World Bank 

Trust Fund 

Help countries respond 

to COVID-19 and 

prepare for future health 

emergencies 

❖ Expand scope to engineered pandemics 

❖ Dedicate 10% to lower-probability high-

impact risk (~10MM) 

❖ Increase spending to prevention and 

preparedness 

Table 5. Existing funding mechanisms and how they can be updated to reduce existential risk 

4.3. 30 actions to reduce existential risk 

We conducted a review and prioritization of 425 recommendations8 to reduce existential risk and selected 

the top 30, which we adapted for the purpose of this thematic study (summarized in Table 6). We nested 

them according to the two first priorities of the Sendai Framework. The third priority on financing is 

addressed by the second instrument above. The fourth priority on building back better is not addressed 

 
8 See supplementary information 
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because, given the total or nearly total severity of existential risk, we emphasize the need for stronger 

governance, prevention and preparedness.  

4.3.1. Action points to improve existential risk understanding 

 

At the international level and in general on existential risk  

 

1. Publish an official UNDRR document on existential risk, including its definition and importance. 

 

2. Develop a global risk register, assessing risk according to their probability, severity, and origins. 

Include an up-to-date classification of technological hazards. 

  

3. Task States Parties of the Sendai Framework with periodically reporting on the state of global 

risks emanating from their territories. These reports may also be issued regionally, cognizant of 

how risk profiles may correlate. 

 

4. Establish a clear link between existential risk and the Sustainable Development Goals 

(SDGs). Emphasize the relationship between human rights and the responsible use of technology 

properly to relevant stakeholders at all levels. Record and evaluate the losses caused by incidents, 

including keeping track of the extent to which targets and indicators of the Sustainable 

Development Goals (SDGs) are affected by different kinds of disasters and making this a core part 

of the follow up to the SDGs. Estimate the costs of disasters to the SDGs (e.g. COVID-19 or climate 

change) and assess the ideal proportion of SDGs resource allocation to disaster reduction. 

Advocate for existential risk reduction to be included in the post-2030 SDGs. 

 

5. Produce consensus forecasts of the level of risk posed by different existential and global 

catastrophic threats by soliciting and aggregating estimates from experts. In the long run, these 

forecasts could be used to establish aspirational “risk budgets.” This could begin modestly (e.g., 

managing and summarizing an up-to-date database of existing estimates). Gradually these efforts 

could become more substantial (e.g., conducting “assessment cycles” analogous to those 

conducted by the Intergovernmental Panel on Climate Change (IPCC)). Over time, estimates would 

take into account a greater range of viewpoints and considerations and become more credible. 

Ultimately, there could be an equivalent of the IPCC for a broad range of catastrophic and 

existential scenarios. 

 

6. Conduct risk and opportunity assessments from emerging technologies, including more 

detailed assessment of each region’s vulnerabilities and contributions to the risks (through surveys 

and/or expert elicitations). Complement assessments with surveys on neglected risk to 

understand public perceptions of risks from rapid technological change. These could be analogous 

to or parallel to Article 36 of the 1977 Additional Protocol to the 1949 Geneva Convention reviews 
192. 

 

7. Create best practices for existential risk assessment and governance at international, regional 

and national levels.  

 

8. Develop training opportunities to learn more about existential risk and apply best practices for 

international, regional and national experts. 
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9. Develop simulations for preparedness, response and recovery of unprecedented threats, 

including access to food, shelters and other needs. 

 

At the international level and on artificial intelligence 

 

10. Elicit scenarios and benchmarks for AI disasters. This would include a framework to lay out 

clear benchmarks for the progress of an AI disaster. Regularly elicit expert opinions on best 

guesses of the potential unfurling of an AI crisis or steps during takeoff, such as certain thresholds 

for deception or levels of power seeking. This could include “warning shots” that are more 

concretely specified 193. 

 

11. Create a database of AI incidents. Keep track of bugs, edge cases, overfitting, and incidents. 

Specifically target “cases of undesired or unexpected behavior” from these AI systems 194, including 

the publication of case studies describing these. Consider keeping such incidents anonymous 195, 

so to avoid potential reputational costs/concerns 196. This might be similar to the initiative created 

by the Partnership on AI 155,197 . Consider investing in such a database for improvement. 

 

12. Increase resources to improve the understanding of technological risks threatening Low and 

Middle Income Countries. 

 

13. Support improved understanding across government of the potential risks and harms of 

evolving uses of AI. Develop capacity and infrastructure for monitoring progress in AI, including 

by collecting information on inputs such as data and compute, and tracking AI models affecting 

citizens and business. Establish more coordinated AI foresight and horizon-scanning programs 

across government which feed directly into policy and regulatory decisions. 

 

At the national level and in general on existential risk  

 

14. Integrate global, extreme and emerging risks in national risk assessments using methods that 

adequately communicate the size of extreme risk. 

 

15. Integrate existential risk in civic programs to increase risk awareness. This can include training 

future policymakers in estimating future scenarios, understanding worst-case scenarios, 

understanding implications of technological development, and developing policy portfolios to build 

resilience.  

 

At the national level and on artificial intelligence 

 

16. Build up technical expertise on AI within government departments and regulators. Create 

specific technical roles around AI in key departments and ensure these positions can be made 

attractive to experts. Implement an AI and machine learning training program for existing civil 

servants with particular attention to AI risks. 

 

17. Make it easier for governments to draw on outside expertise in AI, ethics and governance. 

Establish a secondment/fellowship program (similar to TechCongress) placing experts in AI ethics 

and governance in relevant parts of government. 
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4.3.2. Action points to improve existential risk governance 

 

At the international level and on biotechnology 

 

18. Support the formation of a dedicated international normative body to promote the early 

identification and reduction of global catastrophic biological risks 146. 

 

19. Ensure that a formal, clear, and regularly exercised process for investigation and attribution of 

an alleged use of biological weapons is robust and sustained 198, for example through the 

creation of a Joint Assessment Mechanism 199. 

 

20. Develop regional coordination systems to respond to pandemics. Not all regions have 

established strong pandemic preparedness and response systems. Regional coordination systems 

can reduce costs to individual states by centralizing medicine authorization procedures, they can 

help identify and fill gaps in national capacities, and they can develop strategies more responsive 

to the particular context, structures and vulnerabilities of their members 200.  

 

21. Develop frameworks to establish proper global governance of Do-It-Yourself (DIY) Bio at 

both national and international levels. The regional DIY Bio codes of ethics and conduct and 

international agreements such as the Nagoya and Cartagena protocols are insufficient to 

adequately regulate the fast-evolving DIY Bio field; particularly due to its voluntary approach to 

compliance. There is therefore a need to develop frameworks to establish proper global 

governance of DIY Bio at both national and international levels to ensure accountability amongst 

DIY Biologists 201. 

 

At the international level and on artificial intelligence 

 

22. Facilitate cooperation across nations and sectors on shared AI ethics and governance 

challenges. Lead on establishing norms and standards for safe and responsible use of AI 

internationally, which can include to facilitate international dialogue around standards for safe and 

responsible use of AI in warfare. Promote technical standards for safe and responsible AI via bodies 

such as the OECD and the UN. Work with the private sector to boost AI safety resources and 

incentivize industry investment. Collaborate with academia to more effectively verify and challenge 

the claims made by the AI industry, by supporting red-teaming efforts in academia and increasing 

computing power resources for researchers. Utilize such collaborations to strike an agreement 

between governments, corporations and other AI developers to ensure mutually verifiable 

compliance to established regulations. 

  

23. Organize track 1.5/2 dialogues for diplomats on AI 202. Seek to increase funding in supporting 

researchers, officials and diplomats for AI-related track 1.5/2 dialogues between leading AI powers 

such as China, the US and EU. Use funding to explore existing frameworks for international 

cooperation and sponsor meetings. 

 

At the national level and on biotechnology 

 

24. Identify and rapidly increase financing for national pandemic preparedness across the public 

health and agricultural sectors. UN Member States should urgently identify and rapidly increase 

financing for national pandemic preparedness across the public health and agricultural sectors, 



 

48 

including for capabilities outlined within the World Health Organization’s Joint External Evaluations. 

As part of this process, countries should establish benchmarks and prioritize financing for 

biosecurity and other security sector-related targets. This should be a multi-sectoral process that 

includes the private sector 198. 

 

25. Encourage the private sector to increase their sustainable development and health security 

portfolios in research, development, and capacity building, using the 2021 Global Health 

Security Index to identify priority areas aimed at preventing epidemics and pandemics from causing 

catastrophic damage on a global scale. 

 

26. Govern the availability and access to both the information and physical reagents (via, for 

example, unregulated DNA synthesis) or tools to do with advanced biotechnology. Mandate 

compulsory DNA synthesis screening for national-level government-funded research institutions. 

 

At the national level and on artificial intelligence 

 

27. Promote safe and trustworthy AI development and deployment via improved incentives, 

norms, processes, and governance structures. This would include investing in AI safety, 

security, and interpretability via academic and private sector research, and cultivate talent in these 

areas via student fellowships. Commit to building a thriving and effective AI assurance ecosystem. 

Establish red-teaming exercises and throughout-lifetime stress-testing of AI systems used by the 

government. Commit to reviewing the use of AI in high-risk domains, including in weapons systems, 

nuclear command and control, and critical infrastructure, with a view to implementing robust 

assurance mechanisms and potentially restricting use where risks outweigh benefit.  

 

28. Increase interface with science and private sector. Begin to liaise with scientific grant-making 

committees and individual labs, such as in biotechnology and AI development, to introduce 

frameworks for publishing research responsibly by considering the risks involved with information 

hazards. This may mean withholding dangerous research from the public, only allowing publication 

in authorized circles, redacting certain information or requiring additional safety checks that prove 

that such research publication has greater benefits than harm. 

 

29. Foster inclusive participation and a diversification of voices in the governance process. E.g., 

AI bias in Facial Recognition technology is mainly due to a lack of data diversification. Diversify 

talent, e.g., AI talent in global south countries through programs that equip young diplomats and 

scholars with resources, knowledge and a global network to exchange ideas. 

 

30. Increase investments in AI safety efforts. Differentially invest in near-term AI safety efforts, which 

are currently more accepted within the AI policy and academic fields across the world, but 

specifically within fields that overlap with existential risk. 
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Priority Level Cluster # Actions 

Improve 
existential risk 
understanding 

International 

General 

1 Publish an official UNDRR document on existential risk. 

2 Develop a global risk register. 

3 
Task States Parties of the Sendai Framework with periodically reporting on the 
state of global risks. 

4 
Establish a clear link between existential risk and the Sustainable Development 
Goals (SDGs).  

5 
Produce consensus forecasts of the level of risk posed by different existential 
and global catastrophic threats. 

6 Conduct risk and opportunity assessments from emerging technologies. 

7 Create best practices for existential risk assessment. 

8 
Develop training opportunities to learn more about existential risk and apply 
best practices. 

9 
Develop simulations for preparedness, response and recovery of 
unprecedented threats. 

AI 

10 Elicit scenarios and benchmarks for artificial intelligence (AI) disasters. 

11 Create a database of AI incidents. 

12 
Increase resources to understanding technological risk in Low and Middle 
Income Countries (LMIC). 

13 
Support improved understanding across government of the potential risks and 
harms of evolving uses of AI. 

National 

General 
14 Integrate global, extreme and emerging risks in national risk assessments. 

15 Integrate existential risk in civic programs to increase risk awareness. 

AI 
16 Build up AI technical expertise within government departments and regulators. 

17 Make it easier for governments to draw on outside expertise in AI, 

Improve 
existential risk 
governance 

International 

Bio 

18 
Support the formation of a dedicated international normative body to promote 
the early identification and reduction of global catastrophic biological risks. 

19 
Ensure that a regularly exercised process for investigation and attribution of an 
alleged use of biological weapons. 

20 Develop regional coordination systems to respond to pandemics. 

21 
Develop frameworks to establish proper global governance of DIY Bio at both 
national and international levels. 

AI 
22 

Facilitate cooperation across nations and sectors on shared AI ethics and 
governance challenges. 

23 Organize track 1.5/2 dialogues for diplomats on AI. 

National 

Bio 

24 Identify and rapidly increase financing for national pandemic preparedness. 

25 
Encourage the private sector to increase their sustainable development and 
health security portfolios in research, development. 

26 
Govern the availability and access to both the information and physical 
reagents. 

AI 

27 
Promote safe and trustworthy AI development and deployment via improved 
incentives, norms, processes, and governance structures. 

28 Increase interface with science and private sector. 

29 
Foster inclusive participation and diversification of voices in the governance 
process. 

30 Increase investments in AI safety efforts. 

Table 6. Actions to reduce existential risk 
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5. Conclusion 

On 18 February 2023, High Commissioner for Human Rights, Volker Türk, expressed his concern that 

recent advances in and the deployment of large-language models – such as the ones underpinning 

ChatGPT and Bing Chat –  put human rights at serious risk 203. The rapid advances of technology beg the 

question: will its creators step up to assume governance responsibilities? This puzzle of increasing risk and 

a governance vacuum is at the core of this thematic study.  

 

With a review of technological developments and their contribution to existential risk; an assessment of 

existing institutional structures; and the provision of thirty action points, we hope this report equips the 

international community not only with new agenda points – existential risk and rapid technological change 

– but also a roadmap to move forward.  

 

It is urgent and possible to take actions that advance risk-informed development and reduce the risk of 

existential catastrophe. While it is primordial to understand the risk associated with technological advances 

– such as in biotechnology and artificial intelligence, their governance should also leverage the benefits for 

a more equal and sustainable development. We summarize three key findings to guide this balancing act. 

 

First, existential risk is decently likely this century (1.9 to 14.3%) and technological development is 

one of its core contributors. Advances in biotechnology, including synthetic biology, have led to extensive 

research on engineered pathogens. The risks posed by lowering the barrier to transforming an innocuous 

viral vector into a lethal virus need to be carefully weighed and deliberately monitored and regulated. 

Artificial intelligence (AI) is becoming a transformative technology with the potential to lead to irreversible 

changes in society, including in welfare and wealth. The alignment problem of transformative artificial 

intelligence is a key issue for AI governance, as the complex goals of humans are difficult to teach, leading 

to unintended or dangerous behavior. 

 

Second, governments and international organizations are potentially the most effective instruments 

to govern technological development but are not fit-for-purpose yet. The regime complexes for 

biosecurity and AI are either underpowered or nascent. Existential risk and technological development 

receive only quaint attention within national risk assessments, UN texts, the Sustainable Development 

Goals, and, in particular for this report, the Sendai Framework. More fundamentally, governments and 

international organizations are reactive and lack anticipatory capacity to reliably shape technological 

development. Therefore, strategies are needed to improve the governance of technological development. 

One such strategy is differential technological development - modeling interactions between technologies 

to leverage upsides while minimizing risk. 

 

Third, a path for progress toward the renewal of the Sustainable Goals in 2030 is provided by the 

Secretary-General’s Our Common Agenda, and the Mid-term review of the Sendai framework. It is 

important to consider existential risk reduction and responsible technological development as global public 

goods, whose achievement requires a whole-of-society approach. Therefore, there is a need for 

coordination and funding mechanisms to ensure that progress on these otherwise neglected issues takes 

root in the right way. We outline outcomes, instruments and 30 actions to make progress at both national 

and international levels, and leverage milestones until 2030. 
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